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Large Language Models – oversimplified review
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Large Language Models

Figure credit: Devlin J, Chang MW, Lee K, Toutanova K. Bert: Pre-training of deep bidirectional 

transformers for language understanding. arXiv preprint arXiv:1810.04805. 2018 Oct 11.
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Roadmap

• Communication

– ChatGPT in medical and scientific writing 

• Resource

– BERT in building knowledge graphs

• Practice

– Clinical-Longformer and Clinical-BigBird

• Surveillance

– ChatGPT in pharmacovigilance
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Roadmap
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Study design
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ChatGPT in medical/scientific writing Communication

JAMA
Importance
Objective
Design, Setting, and Participants
Interventions
Main Outcomes and Measures
Results
Conclusions and Relevance

The NEJM
Background
Methods
Results
Conclusions

The BMJ (variable headers depending on study type)
Objective
Design
Data source
Setting
Participants
Data extraction and synthesis
Main outcome measures
Results
Conclusions

The Lancet
Background
Methods
Findings
InterpretationNature Medicine - headerless paragraph abstract

Prompt: ‘Please write a scientific abstract for the article [title] in the style of [journal] at [link]’
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Generated abstracts have a similar patient cohort size as original abstracts

9/18/2023 6

ChatGPT in medical/scientific writing Communication
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Many generated abstracts can be detected using an AI output detector
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ChatGPT in medical/scientific writing Communication
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Generated abstracts are original and do not plagiarize from other written work
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ChatGPT in medical/scientific writing Communication



© Yuan Luo (Northwestern) Large Language Models to understand biomedical text

Reviewers use criteria different than the AI output detector for flagging abstracts
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ChatGPT in medical/scientific writing Communication

Reviewers were able to correctly identify 68% of generated abstracts as being generated by ChatGPT, but 
incorrectly identified 14% of original abstracts as being generated

Gao CA, Howard FM, Markov NS, Dyer EC, Ramesh S, Luo Y, Pearson AT. Comparing scientific abstracts generated by ChatGPT to original 

abstracts using an artificial intelligence output detector, plagiarism detector, and blinded human reviewers. NPJ Digital Medicine. 2023 6 (75).
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Fine-tuning KG-BERT for predicting triples, links, and relations
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KG-BERT Resource

Predicting relationsPredicting the plausibility of a triple or a link
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Summary statistics of datasets
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KG-BERT Resource
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Triple classification accuracy
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KG-BERT Resource
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Test accuracy of triple classification by varying training data proportions
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KG-BERT Resource

WN11 FB13
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Link prediction results
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KG-BERT Resource
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Relation prediction results
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KG-BERT Resource

Yao L, Mao C, Luo Y. KG-BERT: BERT for knowledge graph 

completion. arXiv preprint arXiv:1909.03193. 2019 Sep 7.
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Background and motivation

• Transformer-based models, such as BERT, ClinicalBERT, and BioBERT, are designed to 
handle text inputs that are up to a maximum length of 512 tokens

• This limit poses a challenge for clinical texts, such as pathology reports, which tend 
to be much longer

• The Longformer and BigBird models extend the maximum input length from 512 
tokens to 4,096 tokens by implementing sparse attention mechanisms. Both models 
have achieved great success in the general domain

• However, the adaptability of both models to the clinical contexts remain unclear

• To create two clinical knowledge-enriched language models, Clinical-Longformer and 
Clinical-BigBird, through pre-training on large-scale clinical notes

• To compare the effectiveness of Clinical-Longformer and Clinical-BigBird with short 
text models in improving the performance of various downstream clinical NLP tasks

9/18/2023 18

Clinical-Longformer and Clinical-BigBird Practice
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Large Language Models
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Clinical-Longformer and Clinical-BigBird Practice
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Results
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Clinical-Longformer and Clinical-BigBird Practice

acc @ 
medNLI

F1 @ 
i2b2 
2006

F1 @ 
i2b2 
2010

F1 @ 
i2b2 
2012

F1 @ 
i2b2 
2014

F1 @ 
emrQA 
Med

F1 @ 
emrQA 
Rela

F1 @ 
emrQA 
CVD

acc @ 
openI

AUC @ 
MIMIC 
AKI

0.842 0.974 0.887 0.800 0.961 0.716 0.948 0.734 0.977 0.762

0.827 0.967 0.872 0.787 0.952 0.715 0.944 0.711 0.972 0.755

0.776 0.939 0.835 0.759 0.928 0.675 0.924 0.698 0.952 0.514

0.808 0.948 0.865 0.789 0.93 0.700 0.926 0.702 0.954 0.534

0.812 0.951 0.861 0.773 0.929 0.698 0.929 0.711 0.967 0.738

Long-text Models

len(tokens) < 4096

Short-text Models 

len(tokens) < 512

Clinical-
Longformer

Clinical-
BigBird

BioBERT

ClinicalBERT

BERT

① ② ③ Transformers ④ Downstream Clinical NLP Tasks
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Results

• We released the pre-trained models and codebase on HuggingFace and GitHub
– https://huggingface.co/yikuan8/Clinical-Longformer

– https://huggingface.co/yikuan8/Clinical-BigBird

– https://github.com/luoyuanlab/Clinical-Longformer 
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Clinical-Longformer and Clinical-BigBird Practice

Y Li, R Wehbe, F Ahmad, H Wang, Y Luo. A Comparative Study of Pretrained 

Language Models for Long Clinical Text. JAMIA 2023 30(2):340-7

https://huggingface.co/yikuan8/Clinical-Longformer
https://huggingface.co/yikuan8/Clinical-BigBird
https://github.com/luoyuanlab/Clinical-Longformer
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ChatGPT-based Adverse Drug Reaction (ADR) detection

• To detect a rare ADR from clinical trials, 10,000 participants is needed1

• Only 1-10% of ADRS are reported to the FDA Adverse Event Reporting System2

9/18/2023 23

ChatGPT in pharmacovigilance Surveillance

1. Lee et al., 2021
2. Meyboom et al., 1999
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Drug abuse identification through social media data analysis with LLMs
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ChatGPT in pharmacovigilance Surveillance

GPT3 was previously shown 
to expand  the lexicon of 
colloquial drug 
synonyms from social media 
posts1

ChatGPT can recognize drug 
abuse risks from tweets

Table adapted from Hu et al., 2019
1. Carpenter et al., 2023
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ADR ranking and signal detection capabilities of ChatGPT
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ChatGPT in pharmacovigilance Surveillance

1. Rugo et al., 2020
2. PIQRAY® (alpelisib) tablets, for oral use. 2019
3. Agency EM. Assessment report - Piqray. 2020 
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Using ChatGPT as a starting point for scientific evidence retrieval
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ChatGPT in pharmacovigilance Surveillance

1. Jain et al., 2018
2. Hopkins et al., 2018
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Potential of ChatGPT as a pharmacovigilance knowledge database
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ChatGPT in pharmacovigilance Surveillance

Choice of query language matters Selective coverage in response
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ADR case review and text summarization capabilities of ChatGPT
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ChatGPT in pharmacovigilance Surveillance

H Wang, J Ding, Y Luo. Future of ChatGPT in Pharmacovigilance. Drug Safety, 2023 accepted
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Streamlined, interoperable and scalable biomedical NLP
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Future Directions
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StreamliningInteroperabilityScalability

Democratize AI/ML literacy, tooling and results to lower access barriers for partners 

PMID: 30591037

PMID: 29854260

PMID: 32308812

PMID: 32308871

PMID: 30943974
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How much can LLM help?
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Future Directions
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How much can LLM help?
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Future Directions
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LLM to integrate multi-modal healthcare data
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Future Directions

D A T A  F L O W - T H R O U G H T R A N S L A T I O N A L  S U P P O R T

M O D E L  T R A I N I N G

M O D E L  T E S T I N G

Merging complementary and 

correlated data

C U R R E N T  L I M I T A T I O N S  I N  T H E  M L  D A T A  F U S I O N  P I P E L I N E

• Lack of comparison with single 
modality

• Lack of comparison with 
alternative fusion strategies 

• Lack of FDA approved tools (0%)
• Ease of use for clinical partnerships
• Clinical relevance is unclear 

• Complex and time-
consuming multi-modal 
models, creating a barrier 
to creation

• Unclear which fusion 
models are superior

• Digitally recorded data/retrospective
• Missing data
• Single site

• Training multiple models
• Weighting of data interaction
• Voting issues for multiple models 

M O D E L  

B U I L D I N G

Kline A, Wang H, Li Y, Dennis S, Hutch M, Xu Z, Wang F, Cheng F, Luo Y. Multimodal Machine Learning in Precision 

Health: a Scoping Review. npj Digital Medicine 2022 Nov 7;5(1):1-4



© Yuan Luo (Northwestern) Large Language Models to understand biomedical text

LLMs can help us move from reactive to proactive machine learning
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Future Directions

Luo Y, Wunderink RG, Lloyd-Jones D. Proactive vs Reactive Machine Learning in Health Care: 

Lessons From the COVID-19 Pandemic. JAMA. 2022.

Dialogue LLMs such as ChatGPT fits perfectly in the proactive ML paradigm
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Let us work together and bring it to a whole new level

• Collaboration welcome

• yuan.luo@northwestern.edu 

•      @yuanhypnosluo

• We are hiring, multiple postdoc positions available

• https://labs.feinberg.northwestern.edu/luolab/

• Main funding support acknowledgement
– U01TR003528 

– U54HL160273

– R01LM013337

– R01GM105688

– R21LM012618

– UL1TR001422

– U01HG011169
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